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Abstract

The K-profile parameterization of upper ocean mixing is
tested and extended using observations and large eddy
simulations of upper ocean response to a westerly wind-
burst. A nonlocal momentum flux term is added, and the
amplitude of the nonlocal scalar flux is recalibrated. Pa-
rameterizations of Stokes drift effects are added following
recent work by McWilliams and Sullivan (2001). These
changes allow the parameterization to produce both real-
istic gradients of momentum and scalars in the nocturnal
boundary layer and enhanced mixing during stable condi-
tions. The revised parameterization is expected to pro-
duce improved representations of lateral advection and
sea-surface temperature in large-scale models.

Key Words: ocean modeling, turbulence, mixed layer,
K-profile parameterization, KPP.

1 Introduction

A central goal of ocean turbulence research is the devel-
opment of efficient, accurate parameterizations of vertical
mixing for use in large-scale models. Currently popular
approaches include the Mellor-Yamada hierarchy of mod-
els (e.g. Mellor and Yamada, 1982; Kantha and Clayson,
1994), thek−ε model (e.g. Burchard et al., 1998) and the
nonlocal K-profile parameterization (KPP), introduced by
Large et al. (1994; hereafter LMD). Every mixing pa-
rameterization represents a compromise between accu-
racy and efficiency. Of the currently popular models, the
KPP is the most efficient; it forsakes theoretical develop-
ment almost entirely in favor of simple, empirical repre-
sentations of specific processes. The result is a scheme
that involves no evolution equations and is therefore ex-
tremely cheap in terms of computer cycles and memory.
In contrast, more accurate schemes such as thek−ε model
require storage and and transport operations for two tur-
bulence quantities in addition to the usual hydrodynamic
field variables. Computational efficiency is crucial in
large-scale models, where the need to resolve mesoscale
eddies puts extreme demands on computer capacity.

Since its introduction, the KPP has undergone signifi-
cant refinement (e.g. Large and Gent 1999; McWilliams
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and Sullivan 2001, hereafter MS), both in terms of adding
new processes to the model and refining the empirical
constants that quantify those processes. Here, we fur-
ther this effort via comparisons with both observations
and large eddy simulations (LES) of upper ocean struc-
ture during a westerly windburst in the equatorial Pacific
Ocean. Of particular interest to us are “nonlocal” vertical
property fluxes and Stokes drift effects.

Nonlocal fluxes are driven by eddies on scales compa-
rable to or larger than the vertical scale over which the
background shear and stratification change. In the noctur-
nal boundary layer, for example, net surface cooling gen-
erates a mean density gradient which is unstable near the
surface, nearly zero within the mixed layer, and strongly
stable in the entrainment zone at the base of the mixed
layer. Convective plumes carry property fluxes that de-
pend on the net buoyancy change across the mixed layer,
and therefore have little relationship to the local gradient
at any particular depth. Such fluxes can be strong even in
the mixed layer interior, where the background gradients
are near zero. Parameterization of these fluxes using the
standard gradient-diffusion formalism is clearly inappro-
priate.

Improper representation of nonlocal fluxes promotes
excessively strong vertical gradients within the mixed
layer, as we will show. This consequence is not the worst
that could be envisioned, as it allows the net property
fluxes across the boundary layer to be represented with
reasonable accuracy. Nevertheless, the deficiency is po-
tentially serious. For example, excessive shear in the
mixed layer leads to unrealistic lateral advection in a large
scale model. Unrealistic values for surface currents can
lead to major errors in regions with strong fronts, such
as coastal boundaries and near western boundary currents
(e.g. the Gulf Stream), and any region of the ocean with
strong wind-driven circulations (e.g. coastal upwelling).
Increased mixing of momentum by nonlocal fluxes can
also alter the entrainment rate at the mixed layer base,
thereby changing the bulk characteristics of the upper
ocean.

The meteorological community has studied nonlocal
fluxes in the atmospheric boundary layer (ABL) exten-
sively (e.g. Deardorff, 1972; Mailhot and Benoit, 1982;
Therry and Lacarrere, 1983; Troen and Mahrt, 1986;
Holtzag and Moeng, 1991; Frech and Mahrt, 1995; Brown
and Grant, 1997), and has developed useful formalisms
for their incorporation into atmospheric models. LMD
took advantage of the similarity between the ABL and the

upper ocean boundary layer (OBL) to bring meteorologi-
cal experience to bear on the ocean problem, and thereby
provided for the inclusion of nonlocal fluxes in the KPP.
At present, this effort is far from complete. While use-
ful mathematical representations for nonlocal fluxes have
been developed, sensitivity experiments are needed to es-
tablish proper values for the adjustable parameters. Even
in the atmospheric context there have been few such stud-
ies, and the possibility that different parameter values may
be needed for the ocean case has not been addressed at all.

Here, we describe a study of turbulent fluxes in the up-
per equatorial ocean during a westerly windburst. This
is a suitable regime for the quantification of nonlocal
transports as it involves both vigorous convection and
strong surface fluxes of heat, salt and momentum. We
take advantage of the extensive and detailed observational
database that resulted from TOGA-COARE (Webster and
Lukas, 1992; Moum and Caldwell, 1994; Smyth et al.,
1996a,b). Skyllingstad et al. (1999) described large-eddy
simulations (LES) of upper ocean mixing over a 24-hour
period during a windburst using a model initialized with
observed mean profiles and driven by observed surface
fluxes. Statistical comparisons quantified the relation-
ship between turbulent fluxes developed in the LES model
and those inferred fromin situ microstructure measure-
ments. These comparisons establish the accuracy (and
limits thereto) of the LES description of upper ocean tur-
bulence, which is much more comprehensive than the
view that the observations afford. Modeled turbulence
statistics were shown to compare closely with observa-
tions in the mixed layer interior. Model performance
was poorer in the stratified region below the mixed layer,
wherein the energy containing scales of the turbulence
contract to values smaller than the model’s spatial reso-
lution.

Our plan here is to test the performance of the KPP
model in this oceanic regime and suggest appropriate re-
finements. For this purpose, the KPP is incorporated into
a one-dimensional model of the upper ocean, which is
then initialized and forced using observations in the same
manner as is the LES. Besides testing the KPP as a model
for mixing in the windburst regime, we will derive values
for the adjustable parameters needed to describe nonlo-
cal fluxes of heat, salt and momentum in the upper ocean.
In addition, we investigate two modifications to the KPP
model that account for the effects of the Stokes drift, fol-
lowing suggestions of MS. First, the turbulent velocity
scale is enhanced during stable conditions to account for
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fluxes due to Langmuir cells. Second, the nonlocal mo-
mentum flux is supplemented by a term describing mixing
of the Stokes drift velocity gradient.

We begin in section 2 with a discussion of our method-
ology. The LES methods and observational measure-
ments are reviewed briefly, as is the overall structure of
the KPP. Greater attention is given to methods for the
parameterization of nonlocal fluxes and to the inclusion
of penetrating solar radiation. Preliminary comparisons
among observations, LES results, and results from the
column model are described in section 4. This compar-
isons guide the more detailed analyses discussed later.
Section 5 describes the essential results of the paper:
modifications to the KPP that account for Stokes drift ef-
fects as well as revisions to the nonlocal flux parameteri-
zations. Our main conclusions are summarized in section
6.

2 Observations

The R/V Moana Wave maintained station at
1◦45′S, 156◦0′E from December 20th, 1992 to Jan-
uary 12th, 1993. Onboard meteorological measurements
were processed using the TOGA COARE bulk flux
algorithm (Fairall et al., 1996) to yield surface fluxes.
Currents were measured using the shipboard Acoustic
Doppler Current Profiler in combination with data
from a nearby mooring (Weller and Anderson, 1996).
Temperature, conductivity, and shear microstructure were
measured using the Chameleon microstructure profiler
(Moum et al., 1995).

The 24-hour period selected for analysis began at 00:00
UTC on December 31st, 1992. This period began in local
midafternoon. Cloud cover was minimal, and winds were
strong and steady from the west (figure 1a). A squall at
t =2 hours interrupted the surface warming. The evening
reversal of the surface heat flux led to convective con-
ditions in the upper ocean and a rapid deepening of the
mixed layer (figure 1b). Upper ocean current structure
was dominated by the wave response to the windburst
and by the semidiurnal tide (Smyth et al., 1996a). Ther-
mal evolution during this period was controlled mainly
by the local surface heat flux, while salinity increased in
response to advection (Smyth et al., 1996b; Feng et al.,
1998). The morning reversal of the heat flux was delayed
by a second rain squall. Rain effects during this period
are described more fully in Smyth et al. (1997).

Note that, despite complex time dependence, the ve-
locity and salinity fields (shown in the first, second and
fourth frames of figure 1b) are dominated by nearly verti-
cal isolines in the upper 60m, suggesting that these fields
are generally well mixed in this near-surface regime. The
temperature field (third frame of figure 1b) exhibits sta-
ble stratification during the first few hours of the observa-
tion (the daytime portion), consistent with solar heating.
Once the evening deepening of the mixed layer is com-
plete, the temperature stratification in the upper 60m is
reversed, with the highest temperatures occurring around
50-60m depth and colder water evident at the surface, as
is typical in strongly convective conditions (e.g. Anis and
Moum, 1992).

3 Models

3.1 The LES model

Our large-eddy modeling methods are described in de-
tail in Skyllingstad et al. (1999) and Skyllingstad et al.
(2000) and thus will only be summarized here. The com-
putational domain is a 96m deep layer adjacent to the
ocean surface, with lateral size 384m x 384m. The do-
main is periodic in both lateral directions. A radiation
boundary condition is applied at the model bottom, and
surface fluxes provide the upper boundary conditions.
Surface wave effects are incorporated using the Stokes
vortex force, with wave parameters based on observa-
tions. Subgrid scale (SGS) fluxes are parameterized us-
ing the filtered structure function method of Ducros et al.
(1996). Spatial derivatives are discretized using second-
order finite differences in flux form on a staggered C-grid,
with spacing 1.5 m in all three coordinates. Time step-
ping is via the third-order Adams-Bashforth method. As
in Skyllingstad et al. (1999), the simulation was initial-
ized using measured profiles of velocity, temperature and
salinity, and forced subsequently by the observed surface
fluxes described above. Simulations described here were
performed on a 32 processor IBM SP-3.

3.2 The column model

The column model employed here solves the following
equations for the zonal velocityU(z, t), the meridional
velocity V (z, t), the temperatureT (z, t) and the salinity

3



Ocean Dynamics, 52(3) p. 104-115. PREPRINT

−0.1

0

0.1

0.2

τ
x
 (N/m2)

(a)

−0.2

−0.1

0

0.1

τ
y
 (N/m2)

−800

−400

0

400

Q
h
 (W/m2)

0

5

10

15
P−E (mm/hr)

−0.1 0.1 0.3 0.5 

0 5 10 15 20
−80

−60

−40

−20

0

t (hrs)

z 
(m

)

U (m/s)

(b)

−0.3 −0.1 0.1 0.3 

0 5 10 15 20

V (m/s)

t (hrs)

28.7 28.8

0 5 10 15 20

T (° C)

t (hrs)

34.23 34.24 34.25

0 5 10 15 20

S (psu)

t (hrs)

Figure 1: COARE observations. (a) Wind stresses, net surface heat flux and net precipitation rate observed at 156E, -1.75S for
the 24-hour period beginning on day 366 of 1992. (b) Time-depth sections of zonal current, meridional current, temperature and
salinity.

S(z, t):
∂U

∂t
= − ∂

∂z
u′w′ + fV ; (1)

∂V

∂t
= − ∂

∂z
v′w′ − fU ; (2)

∂T

∂t
= − ∂

∂z
T ′w′ − 1

ρoCp

∂Qr

∂z
; (3)

∂S

∂t
= − ∂

∂z
S′w′; (4)

wherez andt represent the vertical coordinate and time,
respectively,f is the Coriolis parameter andQr(z, t)
is a specified function representing the radiative heat
flux. The mean density is approximated byρo =
1030kg m−3, and the specific heat capacity of water is
Cp = 4000Jkg−1K−1. The fluxesx′w′(z, t) (where
x stands for any ofu, v, T andS and primes represent
turbulent fluctuations) are determined using the nonlo-
cal K-profile parameterization described below. Initial
conditions are provided by specified functionsU(z, 0),
V (z, 0), T (z, 0) andS(z, 0). Time-dependent values of
the surface fluxesx′w′(0, t) are specified, while all fluxes
are assumed to vanish at the lower domain boundary:
x′w′(−D, t) = 0. In the present application, the initial
profiles and the fluxes at the upper boundary are provided
by observational data and are identical to those used in the
LES (section 3.1).

The vertical discretization is staggered, with fluxes be-
ing computed at a set of equally-spaced depths that in-
clude the upper and lower boundaries, and all prognos-
tic variables defined on the intermediate points. Vertical
derivatives are represented as second-order centered dif-
ferences. The local components of the fluxes (see below)
are advanced implicitly using the second-order Crank-
Nicolson scheme, as is the radiative heat flux. The nonlo-
cal fluxes, as well as the Coriolis terms, are advanced ex-
plicitly using the second-order Adams-Bashforth method.

The parameterization for the turbulent fluxes that ap-
pear in (1-4) has been described in detail by LMD. Here,
we summarize the features that are most pertinent to the
present experiments and describe the addition of the non-
local momentum fluxes and Stokes drift effects. The pa-
rameterization requires separating the water column into
two regions, the boundary layer and the underlying ther-
mocline, which are separated by the surfacez = −h(t).
The boundary layer depthh(t) is defined as the shallowest
depth at which the bulk Richardson number,Rib(z, t), ex-
ceeds a specified critical valueRic. The bulk Richardson
number is defined by

Rib =
Bsl −B∣∣∣~Usl − ~U

∣∣∣2 + V 2
t

(zsl − z) (5)

The buoyancyB(z, t) is given by−gρ(z, t)/ρo, where
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g = 9.81m s−2 is the gravitational acceleration and
ρ(z, t) is the density (obtained as a function ofT andS

using a standard equation of state for seawater).~U(z, t)
is the horizontal velocity vector(U, V ). The subscriptsl
indicates values averaged over the surface layer, which is
taken to be the upper one-tenth of the boundary layer, i.e.
−0.1h < z < 0. In practice, the surface layer depth is
computed using an initial guess ath, usually obtained as
the value at the previous time step. The computation may
be iterated if the time step is too large to resolve fluctu-
ations in boundary layer depth accurately. In the present
application, iteration is not required.Vt is a turbulent ve-
locity magnitude described in detail in LMD (their equa-
tion 23). We will not repeat LMD’s description except to
note thatV 2

t is proportional to a constant parameterCv,
whose value will be of interest to us here.

Each of the fluxesx′w′ that appear in (1-4) is expressed
as a local and a nonlocal part,viz:

x′w′ = x′w′
L + x′w′

N , (6)

The local component is given by the usual gradient pa-
rameterization

x′w′
L = −Kx

∂X

∂z
, (7)

whereKx(z, t) is the turbulent diffusivity andX(z, t)
represents any ofU , V , T andS. Parameterization ofKx

is discussed in the remainder of this subsection; nonlocal
fluxes are discussed in detail in subsection 3.3.

Below the boundary layer(z < −h), fluxes are en-
tirely local and are defined using a simple parameteri-
zation based on the gradient Richardson number,Ri =
∂B
∂z /|∂~U

∂z |
2, viz:

Kx = νw
x +νo


1 Ri < 0
(1−Ri2/Ri20)

3 0 < Ri < Ri0

0 Ri > Ri0

. (8)

The first term approximates diffusivity due to internal
wave breaking, and takes the constant valuesνw

m = 1.0×
10−4m2s−1 for momentum andνw

s = 1.0× 10−5m2s−1

for scalars. The second term parameterizes diffusivity due
to shear instability in regions of lowRi. The constantν0

has the value5 × 10−3m2s−1. The cutoff value for the
gradient Richardson number,Ri0, was set to 0.7 by LMD.
Large and Gent (1999) suggested thatRi0 be increased to
0.8. However, results presented here motivate retention of
the smaller value.

Within the boundary layer(z > −h), the diffusivity
Kx is parameterized by

Kx(z, t) = h(t)wx(z, t)Gx(z, t), (9)

in whichwx is a turbulent velocity scale andGx is a shape
function. The velocity scales are given by

wx(z, t) =
κu∗(t)
φx(z, t)

, (10)

whereκ = 0.4 is the von Karman constant andu∗ is the
surface friction velocity. The structure functionφx is de-
fined as a function of the scaled depthζ = z/L, whereL
is the Monin-Obukhov length scale (see LMD equations
B1 and B2 for details). Continuity of fluxes requires that
near-surface gradients obey the similarity scaling

∂X

∂z
= −x′w′

0

u∗

φx(ζ)
κ|z|

, (11)

wherex′w′
0 is the surface flux ofx (positive upwards).

In unstable conditions,φ is restricted so that it cannot ex-
ceed its value at the base of the surface layer. The shape
functionGx is a cubic polynomial inζ whose four coeffi-
cients are determined by four matching conditions: at the
surfaceGx = 0 and∂Gx/∂ζ = 1, and atz = −h both
the diffusivityKx and its first derivative must be continu-
ous with the values determined below the boundary layer
by the Richardson number parameterization.

MS have suggested that extra mixing due to Langmuir
circulations be accounted for by multipying the turbulent
velocity scalewx by a factor(1 + Cw/La4)1/2, where
La is the Langmuir number, given byLa = (u∗/Us)1/2,
and Us is the Stokes drift velocity. This adjustment of
the KPP model results in turbulent velocities proportional
to Us in the regime of smallLa, a known property of
Langmuir turbulence. The constantCw was given the
value 0.08 on the basis of fits to large eddy simulations
of quasi-stationary, weakly convecting Langmuir turbu-
lence. MS also suggested that this parameterization may
require modification in regimes of either strong convec-
tion or strong wind forcing, both of which occur here.
Accordingly, we multiplyCw by an additional factor that
enhances the effect of Langmuir cells in stable (wind-
forced) conditions and reduces it in convective conditions:

wx(z, t) =
κu∗(t)
φx(z, t)

× {1 +
Cw(u∗, w∗)

La4
}1/2, (12)
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in which

Cw(u∗, w∗) = Cwo

[
u3
∗

u3
∗ + 0.6w3

∗

]l

, (13)

w∗ is the convective velocity scale (defined following
LMD as w3

∗ = κBfh, whereBf is the surface bouyancy
flux), andCwo andl are constants to be determined.

3.3 Nonlocal fluxes in the KPP

The nonlocal flux of the propertyx is the flux due to ed-
dies comparable in size to the scale on which the back-
ground gradient∂X/∂z varies. Nonlocal fluxes may be
written in terms of local variables by making various ap-
proximations to the flux budget (e.g. Deardorff, 1972;
Therry and Lacarrere, 1983; Holtzag and Moeng, 1991).
In low-order closure models, however, those fluxes must
be parameterized in terms of resolved variables. Typi-
cally, the parameterization is contained within an effec-
tive “gradient”,−γx(z, t), that is added to the background
gradient, i.e.

x′w′
N = Kxγx. (14)

LMD deferred the implementation of nonlocal momen-
tum fluxes due to lack of observational data for calibra-
tion, and instead concentrated on parameterizing nonlo-
cal scalar fluxes via the effective gradientγs. They setγs

to zero in stable conditions, but for convective conditions
used the definition

γs(z, t) = Cs
s′w′

0(t)
ws(z, t)h(t)

, (15)

wheres represents any scalar concentration,s′w′
0 is the

surface flux ofs and ws is the turbulent velocity scale
for scalars. The constantCs is written asC∗

s κ(csκε)1/3,
in which cs is an additional constant that appears in the
structure function for convective conditions:φs = (as −
csζ)−1/3. C∗

s is regarded as a universal constant. The
constantε represents the depth of the surface layer as a
fraction of the boundary layer depth, here equal to 0.1. In
the original analyses of Deardorff (e.g. Deardorff, 1972),
the constantC∗

s was expected to be of order 10. Mail-
hot and Benoit (1982) adopted this value for their atmo-
spheric simulations and obtained acceptable results. An
explicit attempt to determine the best value forC∗

s was
carried out by Therry and Lacarrere (1983), who obtained
optimal results using the valueC∗

s = 5. The same result
was found by Holtzag and Moeng (1991) on the basis of

comparisons with LES. In constructing the original KPP,
LMD used Deardorff’s estimate,C∗

s = 10. Results de-
scribed later in this paper suggest that the smaller value is
preferable.

A similar parameterization can be devised for the non-
local momentum flux. Following the atmospheric model-
ing work of Brown and Grant (1997) and Frech and Mahrt
(1995), we write

γ~u(z, t) = −Cm
u2
∗

wm(z, t)h(t)
A(u∗, w∗)ê. (16)

The constantCm corresponds toSm in Brown and Grant
(1997) and Frech and Mahrt (1995), and is scaled as
C∗

mκ(cmκε)1/3 analogously with the scalar case. The
factorA(u∗, w∗) represents enhancement of the nonlocal
flux in strongly unstable conditions. The unit vectorê de-
fines the lateral direction of the flux.

Frech and Mahrt (1995) suggested that the stability
functionA(u∗, w∗) take the form

A(u∗, w∗) = 1 + w∗/u∗ (17)

In more recent atmospheric simulations, Brown and Grant
(1997) have shown that this form exaggerates the nonlocal
flux in neutral stratification, and suggested the alternative
form

A(u∗, w∗) = 2.7w3
∗/(u3

∗ + 0.6w3
∗). (18)

In our simulations of turbulence in the equatorial ocean,
the expressions (17) and (18) forA are nearly proportional
throughout the night (the second exceeds the first by a
factor that varies between 1.22 and 1.25). However,A
as defined by (18) vanishes during the day, a desirable
property. We therefore adopt (18) as the stability function
in the present work.

There is also uncertainty over the best representation
of the direction vector,̂e. Frech and Mahrt (1995) de-
fined ê as the direction of the mean vertical shear of
the horizontal current between the middle of the sur-
face layer and the base of the boundary layer, i.e.ê =
(~Usl − ~Uh)/|~Usl − ~Uh|. An alternative recommended by
Brown and Grant (1997) is to havêe correspond to the
direction of the wind. In the present equatorial regime,
the Coriolis force is weak, so that the surface current re-
mains nearly aligned with the wind. As a result, these two
directions differ very little (by ten degrees or less during
the night, when the nonlocal fluxes are active). For the
present simulations, we retain the Frech & Mahrt defini-
tion.
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A value must be chosen for the amplitude parameter,
Cm or, equivalently, forC∗

m. Due to the lack of available
data, LMD setC∗

m to zero. In comparisons of atmospheric
boundary layer simulations with observations, Brown and
Grant (1997) concluded that values ofCm up to 1.4 give
reasonable results, while the preferred value is 0.8. In our
notation,Cm = 0.8 and 1.4 correspond toC∗

m = 2.3 and
4.0, respectively.

Thus, available values for bothC∗
m andC∗

s are based
on atmospheric cases. A goal of the present paper is to
provide values for these constants that are appropriate for
the upper ocean boundary layer (sections 5.2 and 5.3). Fi-
nally, MS suggest that nonlocal momentum fluxes due to
Langmuir cells be included in the model by adding the
shear of the Stokes drift toγx. We will test that possibil-
ity in the present analyses (section 5.4).

3.4 The radiative heat flux

Heat balances in the upper ocean during COARE were
strongly influenced by the heat flux due to the penetra-
tion of solar radiation to significant depths beneath the sea
surface (Weller and Anderson, 1996; Smyth et al., 1996b;
Ohlmann et al., 1998). Here, we parameterize the radia-
tive heat flux as

Qr(z, t) = Ed(t)Tr(z, t), (19)

in which Ed is the downwelling radiation measured just
above the sea surface andTr is the transmission function.
Ed(t) was measured locally (Fairall et al., 1996), and the
transmission function was measured aboard a nearby ves-
sel (Siegel et al., 1995; Ohlmann et al., 1998). Measured
profiles ofTr(z, t) were fitted to a two-term exponential
decay representation:

Tr = r1e
z/µ1 + r2e

z/µ2 (20)

using a nonlinear least-squares method (figure 2). [A
four-term expansion model has recently been developed
by Ohlmann and Siegel (2000). This enhanced model
captures the rapid attenuation in the upper meter of the
water column. For the present application, the shallowest
point at which the flux is needed is typically 1m, so the
two-term expansion described above is sufficient.] Be-
cause the measurements were not made at exactly the
same coordinates, we accounted for possible spatial vari-
ations by averaging profiles from days 365, 366 and 367,
with double weight given to day 366. The result was

0 0.5 1
−100

−80

−60

−40

−20

0

Tr

z(
m

)

Figure 2:Solar radiation transmissivity as a function of depth.
Dots show daily averages from days 365, 366 and 367 as mea-
sured by Siegel et al. (1995). The solid curve represents the
approximation (20), with parameter values as given in the text.

r1 = 0.316; r2 = 0.419;µ1 = 27.2m;µ2 = 2.93m.
By definition, Tr(0) = 1 − α, whereα is the albedo,
here equal to 0.055 (Fairall et al., 1996). The fact that
r1 + r2 < 1 − α indicates that significant radiation is ab-
sorbed between the surface and the uppermost measure-
ment, located atz = −0.5m (Ohlmann and Siegel, 2000).
Thus, we use (20) at all grid points except at the surface,
whereTr(0) = 0.945.

4 Preliminary comparisons

The LES results for this period (figure 3b) are very similar
to those described in Skyllingstad et al. (1999), although
several minor upgrades have been made to the model in
the interim (see section 3.1). Momentum input from the
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wind is mixed through the upper ocean with only weak
influence from the Coriolis force. Because no attempt
has been made to include tidal effects or large-scale gra-
dients in the LES model, the complex time dependence
of the observed near-surface currents is not evident (com-
pare figures 1b and 3b, first and second frames). However,
the nocturnal upper ocean exhibits a well-mixed veloc-
ity structure consistent with the observations. The mod-
eled thermal evolution is quite similar to observations,
although there is slightly more daytime heating and less
night-time cooling. This discrepancy is consistent with
the slight advective cooling that emerged in the observa-
tional analyses of Smyth et al. (1996b) and Feng et al.
(1998). Thermal stratification in the modeled nocturnal
mixed layer is nearly neutral, as shown by the nearly ver-
tical isotherms in frame 3 of figure 3b. Salinity (fourth
frame of figure 3b) increases over most of the analysis
period due to evaporation, though freshening due to rain
is evident att = 2hrs and during the last few hours of
the simulation. Like the temperature field, the nocturnal
salinity field is well-mixed near the surface, though it ex-
hibits significant stratification between 50 and 60m that is
not evident in the temperature.

Figures 3c and 3d show results from two versions the
KPP column model, initialized and forced in the same
manner as the LES. The model used to generate figure
3c approximates turbulent fluxes in accordance with the
original KPP rules of LMD, while figure 3d corresponds
to a revised version of the KPP to be described later in this
paper. To motivate the latter, we now compare the results
of the original KPP model (figure 3c) with the LES (figure
3b). Three important differences are evident.

1. Most obviously, both velocity components exhibit
significant gradients within the nocturnal mixed
layer in the KPP case, as do the temperature and the
salinity. The temperature gradient in this regime is
not only nonzero but positive, opposite to the ob-
served gradient (cf. figures 3c and 1b, third frame).

2. Upper ocean heating during the first few hours of
the simulation is much more pronounced in the KPP
case than in the LES.

3. Near surface shear is stronger in the KPP than in the
LES throughout the simulation period.

In section 5, we will describe these discrepancies quan-
titatively and seek to reduce them via revisions to the KPP
model. We will use the LES results as a standard against

which to test and calibrate our revisions. Our confidence
in the LES as the appropriate “ground truth” for this exer-
cise is based on several factors. First, while the LES does
not contain the entirety of upper ocean physics, it contains
that part which the KPP attempts to model, namely verti-
cal fluxes due to turbulence, and it represents the large
turbulent eddies that drive those fluxes explicitly. This
particular LES model has been tested via comparison with
microstructure measurements, and has been found to re-
produce the observed statistics of turbulence extremely
well within well-established limits (Skyllingstad et al.,
1999). Finally, we can investigate the specific discrep-
ancies between the KPP and the LES listed above while
also considering the implications of the observational data
for the veracity of the LES results. Like the LES, the ob-
servations show no sign of the strong gradients inU, V, T
andS developed by the KPP in the interior of the noc-
turnal mixed layer (figure 1b). Daytime heating is even
weaker in the observations than in the LES, though this
difference is exaggerated by advective cooling. Finally,
the observations show no evidence of the strong shears
developed by the KPP in the upper few meters, though
this could also be due to observational uncertainties. Al-
though these comparisons are not conclusive, the weight
of evidence suggests that the LES results provide a rea-
sonable standard against which to test the KPP model.

5 Modifications to the KPP

After considerable experimentation, we have identified
several modifications to the KPP that appear to be of gen-
eral utility. In this section, we describe these revisions
in roughly the chronological order in which they become
important in the present simulations. We begin with en-
hanced mixing due to Langmuir cells, which modulates
near-surface warming during the first six hours of the sim-
ulation period. We then describe the nonlocal fluxes of
momentum and scalars, which determine vertical gradi-
ents in the nocturnal mixed layer. Finally, we show that
unrealistically strong shears in the upper few meters may
be controlled by including shear due to the Stokes drift in
the momentum mixing term.
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Figure 3:Model results. (a) Wind stresses, net surface heat flux and net precipitation rate observed at 156E, -1.75S for the 24-hour
period beginning on day 366 of 1992. (b,c,d) Time-depth sections of zonal current, meridional current, temperature and salinity.
(b) LES; (c) original KPP; (d) revised KPP.

5.1 Amplification of wind-driven mixing by
Langmuir cells

The moderate daytime warming in the LES is largely a re-
sult of Langmuir cells, which distribute solar heat over the
upper few tens of meters. This effect is missing from the
existing KPP model, with the result that upper ocean tem-
peratures (averaged over the uppermost 10m) increased
by 0.02◦C more in the KPP than in the LES (figure 4,
solid curves). Attempts to produce sufficient near-surface
mixing in the KPP by varying the values of existing pa-
rameters by reasonable amounts have not been successful.

MS suggest a parameterization in terms of Langmuir
number (see section 3.2), which effectively boosts the tur-

bulent velocity scaleswm and ws by about a factor of
three for the present case. This leads to reduced daytime
warming near the surface, in qualitative agreement with
LES (figure 4, asterisks). However, the reduction in day-
time warming is insufficient to reproduce the LES results
quantitatively, while application of the parameterization
during nocturnal convection causes unrealistically rapid
mixing throughout the mixed layer.

The Langmuir cell parameterization shown in figure 4
was calibrated for weakly stable conditions. Evidently,
the scheme mixes too weakly in strongly stable conditions
(0 < t < 6hrs.) and too strongly in the unstable condi-
tions. We therefore make the amplitude parameterCw a
function of stability using (13). We now have two free pa-
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Figure 4:Temperature averaged over the upper 10m. Dots: ob-
servations. Thick curve: LES. Thin curve: original KPP. Aster-
isks: KPP with MS parameterization of mixing due to Langmuir
cells (Cwo = 0.08, l = 0).

rameters,Cwo andl, to calibrate. The MS results provide
one data point, which we fit to (13) to infer the relation
Cwo = 0.08/0.726l. Figure 5 shows upper ocean warm-
ing for two additional choices ofCwo andl that obey this
relation, and one that does not (along with the original
KPP and “target” LES results).

The choiceCwo = 0.15, l = 2 (dashed curve on figure
5) provides a much improved fit to the LES, although it
mixes too weakly (i.e. allows too much heating in the up-
per 10m) throughout the simulation. More extreme stabil-
ity dependence is provided by the caseCwo = 0.29, l = 4
(dots). In this case, the Langmuir cell effect ceases
abruptly as the surface fluxes become stable. The result
is reduced near-surface mixing in the early evening. The
final case shown isCwo = 0.29, l = 2 (circles), which
provides the best overall fit to our LES results. How-
ever, this is the case that does not obey the constraint
Cwo = 0.08/0.726l, i.e. it would not provide a good fit
to the MS results.

For the remaining analyses, we make the conservative
choiceCwo = 0.15, l = 2. This choice provides enough
extra mixing in stable conditions to greatly ameliorate the
problem of excessive daytime heating, does not lead to
excessive mixing at night, and reproduces the MS result
Cw = 0.08 for the appropriate values ofu∗ andw∗.
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Figure 5: Temperature averaged over the upper 10m. Thick
curve: LES. Thin curve: original KPP. Dashed curve: KPP
with MS parameterization of mixing due to Langmuir cells, but
Cwo = 0.15, l = 2. Dotted curve:Cwo = 0.29, l = 4. Circles:
Cwo = 0.29, l = 2.

5.2 Nonlocal momentum flux

The amplitude parameterC∗
m for the nonlocal momentum

flux has been set to zero in previous versions of the KPP
rules. Here, we assign a nonzero value to that parameter
in order to reduce the shear in the nocturnal mixed layer
from the large value seen in figure 3c to a level more con-
sistent with the LES and observed values.

To make this comparison quantitative, we compute the
arithmetic mean of the zonal shear∂U/∂z in the regime
-40m< z < -20m; 11hrs< t < 20hrs, which represents
the interior of the nocturnal mixed layer. Also of interest
is the zonal acceleration over the same depth-time range.
These parameters are shown as functions ofC∗

m in fig-
ure 6. As anticipated, the mean shear decreases asC∗

m

increases from zero (figure 6a), and reaches zero when
C∗

m = 5.2. The LES mean shear is best reproduced us-
ing the valueC∗

m = 3.3. The optimal value of Brown
and Grant (1997),C∗

m = 2.3, yields a mean shear part-
way between the LES value and the observed value. For
the remaining analyses, we choose the intermediate value
C∗

m = 3.0
The acceleration is slightly greater than the LES value

(figure 6b), and does not vary significantly withC∗
m. Also
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Figure 6: Zonal shear and acceleration, averaged over -40m
< z < -20m; 11hrs< t < 20hrs, as functions of the nonlocal
momentum flux amplitude parameterC∗

m. Thick curve:C∗
s =

10, Cv = 1.5 (original KPP values). Thin curve:C∗
s = 5, Cv =

1.0 (revised values to be discussed in section 5.3). (a) Shear.
Horizontal lines: solid = LES shear, dashed = observed shear.
Vertical lines indicate values derived by Brown and Grant (1997)
from atmospheric simulations: solid = optimal value, dashed
= maximum value. (b) Acceleration. Horizontal line = LES
acceleration. (Observed acceleration is not shown because it is
dominated by tides.)

shown in figure 6 are results for a new set of values for
the parametersC∗

s andCv, whose derivation is described
in the next subsection. Note for now that these revised
values forC∗

s andCv have a minimal effect on the zonal
shear and acceleration in the nocturnal boundary layer and
therefore do not affect the optimal choice ofCm.

Figure 7 shows profiles of the vertical flux of zonal mo-
mentum in the nocturnal boundary layer. Flux profiles are
averaged over a 9 hour period during which mixed layer
depth was nearly stationary and vigorous convective tur-
bulence was driven by surface cooling. In the original
KPP (figure 7b), the flux is entirely local and is slightly
stronger than in the LES results (figure 7a). In the revised
KPP case, the net flux is nearly identical to that found
in the original KPP, but that flux is now composed of lo-
cal and nonlocal components whose overall magnitude is
comparable.

−2 −1 0
−90

−80

−70

−60

−50

−40

−30

−20

−10

0

u′w′ (10−4 m2/s2)
z(

m
)

(a) LES 11<t<20 hrs

−2 −1 0
u′w′ (10−4 m2/s2)

(b) KPP original

−2 −1 0
u′w′ (10−4 m2/s2)

(c) KPP revised

Figure 7: Vertical flux of zonal momentum versus depth, av-
eraged over 11hrs< t < 20hrs. (a) LES. (b) Original KPP. (c)
Revised KPP. Thick solid curves: total flux; thin solid curves:
local flux; thick dashed curves: nonlocal flux; thin dashed lines:
zero flux.

5.3 Nonlocal scalar fluxes

The amplitude parameterC∗
s for the nonlocal scalar flux

has been set to 10 in previous versions of the KPP rules,
based on the original estimates of Deardorff (1972) and
the simulations of Mailhot and Benoit (1982). Calibra-
tions by Therry and Lacarrere (1983) and Holtzag and
Moeng (1991) have suggested the smaller valueC∗

s = 5.
In this subsection, we show that using the smaller value
of C∗

s reduces the scalar gradients in the nocturnal mixed
layer to more realistic values. However, the reduction of
C∗

s necessitates compensating changes in other parame-
ters.

Figure 8a shows the vertical temperature gradient av-
eraged over the nocturnal mixed layer as a function of
C∗

s . The LES value of the temperature gradient (horizon-
tal line) is recovered whenC∗

s is slightly greater than 4.
Figure 8b showsβT , the heat flux into the mixed layer
due to entrainment at the mixed layer base, scaled by the
surface heat flux. All versions of the KPP give values of
βT more negative than the LES result, indicating that the
KPP develops a stronger entrainment flux. Correspond-
ingly, the cooling rate in the nocturnal mixed layer (figure
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Figure 8: (a) Vertical derivative of temperature, averaged over
-40m < z < -20m; 11hrs< t < 20hrs, as a function of the
nonlocal scalar flux amplitude parameterC∗

s , with Cm = 3. (b)
Ratio of the minimum (negative) heat flux in the entrainment
zone to the (positive) surface heat flux, averaged over 11hrs
< t < 20hrs. (c) Time derivative of temperature, averaged
over -40m< z < -20m; 11hrs< t < 20hrs. Thick curves:
Rio = 0.7, Cv = 1.5 (original KPP values). Thin curves:
Rio = 0.5, Cv = 1.5. Dashed curves:Rio = 0.7, Cv = 1.0.
Solid horizontal lines indicate the LES values.

8c) is slightly faster for the KPP cases than for the LES.
This discrepancy is exacerbated by the reduction ofC∗

s

from its original value of 10.

Our intent now is to identify other parameters whose
values may be altered in order to remove this undesir-
able increase in entrainment due to the reduction in the
nonlocal scalar fluxes. We do not attempt to match the
LES results in this respect; our goal is only to recover the
smaller mismatch delivered by the original KPP param-
eter values. After some experimentation, we have found
two reasonable candidate parameters. The first isRio, the
cutoff value for the Richardson number in the parameter-
ization (8) of turbulence below the boundary layer. The
result of reducingRio from its original value of 0.7 to 0.5
is shown by the thin solid curves in figure 8. The sec-
ond possibility is to reduce the value ofCv, effectively re-
ducing the turbulent velocity parameterVt that appears in
the bulk Richardson number used to determine boundary
layer depth. The results of reducingCv from 1.5 to 1.0 are

−4.5

−4

−3.5

−3

S
z (

10
−

4 ps
u/

m
)

(a)

0 2 4 6 8 10
5

5.5

6

6.5

7

7.5

S
t (

10
−

5 ps
u/

hr
)

C*
s

(b)

Figure 9: (a) Vertical derivative of salinity, averaged over -
40m < z < -20m; 11hrs< t < 20hrs, as a function of the
nonlocal scalar flux amplitude parameterC∗

s , with Cm = 3.
(b) Time derivative of salinity, averaged over the same regime.
Thick curves: Rio = 0.7, Cv = 1.5 (original KPP values).
Thin curves:Rio = 0.5, Cv = 1.5. Dashed curves:Rio =
0.7, Cv = 1.0. Horizontal lines indicate the LES values.

shown by the dashed curves in figure 8. The values ofRio
andCv have little effect on the mean temperature gradi-
ents shown in figure 8a. However, both of these changes
compensate effectively for the reduction in the value of
C∗

s , reducing the rate of entrainment into the mixed layer
to below the value found in the original KPP (though the
entrainment rate remains higher than in the LES results).

Similar results are found via analysis of the salinity
field (figure 9). Reduction ofC∗

s from 10 reduces the ver-
tical salinity gradient in the nocturnal mixed layer from
the unrealistically large value delivered by the original
KPP to a smaller value consistent with the LES results
(figure 9a). As with temperature, this change results in
increased entrainment at the mixed layer base, and thus in
a more rapid increase in mixed layer salinity (figure 9b).
SettingRio to 0.5 reduces salt entrainment nearly to the
rate delivered by the original KPP (the value of the thick,
solid curve atC∗

s = 10), while reduction ofCv to 1.0 re-
duces entrainment to a rate consistent with the LES results
(horizontal solid line).

Results presented so far give no compelling reason to
choose betweenRi0 andCv as the parameter whose value
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should be reduced to compensate for the reduced nonlo-
cal scalar flux. ReducingRi0 acts to reduce mixing rates
below the boundary layer, whereas reducingCv tends to
make the boundary layer slightly shallower. Since the
boundary layer generated by the KPP is already too deep
(figure 7), we choose the second alternative. For the re-
mainder of this discussion, we will setCs to 5.0 andCv

to 1.0, leavingRio at its original value 0.7.
Our changes to the values ofC∗

s andCv raise the pos-
sibility that the optimal value forC∗

m calculated in sec-
tion 5.2 is no longer optimal. This turns out not to be
the case. Results shown in figure 6 change only slightly
when the revised values ofC∗

s andCv are employed (thin,
solid curves on figure 6), and the arguments for our choice
C∗

m = 3 are unaffected.

5.4 Mixing of the Stokes drift velocity pro-
file

As noted in section 4, the KPP tends to produce strong
near-surface shears relative to LES. In the LES, these
shears are prevented by strong, small-scale Langmuir
cells in the upper few meters. The corresponding mixing
can be achieved in the KPP by adding strong momentum
mixing near the surface. MS suggest that the effective ve-
locity gradient that controls the nonlocal momentum flux
be supplemented with the shear of the Stokes drift current.
The latter is given by

~us(z) = Use
µz ê (21)

whereUs is the maximum Stokes drift velocity, deter-
mined by wave height and equal to 11.5u∗ in the present
LES. The unit vector̂e points in the direction of the wind,
and the vertical decay rateµ is equal to2π/λ whereλ is
the dominant wavelength of the surface wave field, here
equal to30m.

Figure 10 shows the zonal and meridional velocity
components, averaged over the analysis period. Cases
shown include the LES along with the KPP with∂~us/∂z

added to∂~U/∂z in the parameterization (7) of the verti-
cal momentum flux in various proportions (quantified by
CSt). The LES velocity profiles (thick curves on figure
10) exhibit very little shear in the upper 10m. In con-
trast, the original KPP profiles (thin curves) are strongly
sheared. When revised to take account of amplified mix-
ing due to Langmuir cells (section 5.1), nonlocal mo-
mentum fluxes (section 5.2) and reduced nonlocal scalar
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Figure 10:Zonal (a) and meridional (b) velocity components
in the upper 30m, averaged over the 24-hour run. Thick, solid
curve: LES. Thin, solid curve: original KPP. Dots, KPP with
CSt = 0. Plusses, KPP withCSt = 1. Asterisks, KPP with
CSt = 0.7.

fluxes compensated by reduction ofCv (section 5.3), the
KPP model exhibits strong shear only in the upper 5m
(dots on figure 10). When the shear of the Stokes drift is
added to the nonlocal momentum flux as described above,
shear is reduced further, to the point of slight overcom-
pensation (plusses on figure 10). The asterisks on figure
10 show an intermediate case in which 70% of the Stokes
drift shear has been added to the nonlocal flux. This pro-
vides the best match to the LES velocity profile.

Complete fields delivered by this model are shown in
figure 3d. Vertical gradients of the velocity, temperature
and salinity in the nocturnal mixed layer now correspond
well with LES results (figure 3b), in contrast with the orig-
inal KPP results (figure 3c). Solar heating during the first
few hours of the simulation now agrees with the LES re-
sults, and the anomalous current shears that the original
KPP developed in the upper 10m have been effectively
removed.

6 Conclusions

We have tested and revised the KPP model using obvser-
vations and LES of the upper equatorial Pacific during a
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Westerly windburst. Four revisions have been made to the
existing KPP:

1. The turbulent velocity scales have been amplified to
account for mixing by Langmuir cells using (12).
The effect is reduced during unstable conditions us-
ing (13), with Cwo = 0.15 and l = 2. These pa-
rameter values were arrived at by requiring that day-
time solar heat input be mixed at a rate consistent
with LES, and are consistent with the parameteriza-
tion suggested by MS.

2. A nonlocal momentum flux was added in accordance
with (16). Stability dependence was provided using
(18), and the flux was directed parallel to the wind.
The amplitude parameterC∗

m was set to 3.0 by re-
quiring that the mean zonal shear in the nocturnal
mixed layer match the LES value.

3. The amplitude parameter for the nonlocal scalar flux
was reduced from its original valueC∗

s = 10 to
C∗

s = 5 in order to obtain realistic scalar gradients in
the nocturnal mixed layer. To compensate for exces-
sive entrainment at the base of the mixed layer due to
this change inC∗

s , we reduced the turbulent velocity
parameterCv to 1.0 from its original value 1.5.

4. Strong, near-surface shears appearing in the KPP re-
sults were removed by adding 0.7 times the shear of
the Stokes drift current to the effective shear govern-
ing the nonlocal momentum flux.

The fourth change listed above is somewhatad hoc;
there is no particular reason why the shear of the Stokes
drift should contribute to the momentum flux in this way.
This artifice merely provides enhanced mixing near the
surface with the correct properties to remove the strong
near-surface shear developed by the KPP as a result of
matching to a surface layer similarity solution (LMD).
Such matching is probably inappropriate in the ocean due
to the presence of surface waves. A more physical so-
lution to this problem must await further progress in the
parameterization of surface wave effects.

These changes led to much better agreement between
the KPP results and the corresponding LES. By gener-
ating realistically small gradients in the nocturnal mixed
layer, these changes will improve the representation of
lateral advection in large-scale models that use KPP to
model vertical mixing. Finally, increased mixing of solar

heat will improve predictions of sea-surface temperature,
a crucial factor in coupled models.

Further development of the KPP rules will require test-
ing against a wider range of observational datasets. Such
tests must examine the generality of the nonlocal flux and
Langmuir cell parameterizations used here. In particu-
lar, further testing must address three issues that have not
been adequately resolved in the present work:

• The optimal choice of the direction vectorê for the
nonlocal momentum flux should be identifiable in
midlatitude regimes where surface currents are less
likely to be aligned with the wind.

• Unwanted effects of reducing the value of the nonlo-
cal scalar flux parameterC∗

s from 10 to 5 may be
removed by reducing eitherCv and Ri0 (or some
combination of the two). Detailed examination mix-
ing around the base of the boundary layer will allow
us to make that choice with more confidence.

• Accounting for fluxes due to breaking surface waves
remains a central goal in modeling upper ocean tur-
bulence.
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